
     

 

 

 

 

 

 

PROPHETS 
Preventing Radicalisation Online through the Proliferation of Harmonised 

Toolkits 

H2020 – 786894 

 

D2.3 Report on legal and ethical 

requirements for PROPHETS platform 

 

Lead Author: Marina Caneva, Emanuele Florindi (TVD) 

With contributions from: Sergio Bianchi, Maria Ladu, 

Francesca Calaminici, Serena Bianchi 
Reviewers: Gabriele Jacobs (EUR), Sven-Erik Fikenscher (BayHföD) 

 

 

Deliverable nature: Report (R)  

Dissemination level: 
(Confidentiality) 

Public (PU)  

Contractual delivery date: M12 

Actual delivery date: M28 

Version: 3.0 

Total number of pages: 48 

Keywords: Legal & Ethical Implications of the platform deployment 

 

  



 Deliverable 2.3 

 

 

 

786894 Page 2 of 48  

 

Abstract 

The report on legal and ethical requirements for the PROPHETS platform outlines the measures and protocols 

taken into account when designing the digital infrastructure. This report, which bridges WP2 to WP5/6, 

addresses the three technical components of the platform within a legal and ethical context. 
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Executive summary  

This report, which bridges WP2 to WP5/6, describes the three technical components of the platform within a 

legal and ethical context. For what concerns the legal and ethical implications of awareness raising and 

platform exploitation, they will be analysed in detail within D2.4 – Project Legal and Ethical Framework for 

the Project Exploitation. 

 

Considering the high-risk areas identified in D2.1 and the project as such, several measures are described to 

mitigate risks. 
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Definitions 

For this document the following definitions are adopted, in line with the German Model Law: 

 

BSI                                              Basic Subscriber Information. (A) Name, (B) address, (C) local and long 

distance telephone connection records or records of session times and 

durations, (D) length of service, including start date, and types of services 

utilized, (E) telephone or instrument number or other subscriber number or 

identity, including any assigned Internet protocol address, and (F) means and 

source of payment for such service, including any credit card or bank account 

number 

 

Data controller Entity that determines the purposes and means of the processing of personal 

data (article 4(7) GDPR). The data controller is responsible for the data 

processing and may employ pseudonymisation as a technical measure for the 

protection of personal data. 

 

Data processor  Entity that processes personal data on behalf of the controller (article 4(8) 

GDPR). The processor may apply pseudonymisation techniques to the 

personal data, following relevant instructions from the controller. 

 

Data subject / individual / user   
Natural person whose personal data are processed and may be subject to 

pseudonymisation. The term individual is also used in the text to refer to a 

data subject. Moreover, the term user is utilised in the same sense, especially 

when discussing online/mobile systems and services. 

LEAs                                   Law Enforcement Agencies. In the frame of PROPHETS project, they are 

considered the end users of the PROPHETS tool 

 

End Users                              Person or group of persons who ultimately uses or is intended to ultimately 

use the product, which will be developed within PROPHETS. The end user 

stands in contrast to users who support or maintain the product. End users 

typically do not possess the technical understanding or skill of the product 

designers, a fact that is easy for designers to forget or overlook, leading to 

features with which the customer is dissatisfied.  

 

Researcher                           A person who carries out academic or scientific research, by discovering or 

verifying information and analyse them. The information will fed into the 

technical work, giving it a social framework and a specific contextualisation.   

 

Practitioners                          Someone who works in a job, that involves long training and high level of 

skills.  

 

Personal Data  Any information relating to an identified or identifiable natural person 

(person); a natural person is considered to be identifiable, if they can be 

about:blank
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identified directly or indirectly, in particular by means of assignment to an 

identifier such as a name, an identification number, location data, an online 

ID or to one or more specific characteristics, the expression of the physical, 

physiological, genetical, mental, economic, cultural or social identity of this 

person; 

 

Processing  Any procedure carried out with or without the help of automated methods or 

any such series of procedures in connection with personal data such as  

a) the collection, recording, storage, modification, reading, consultation, 

disclosure by transmission, dissemination or any other form of deployment, 

the comparison, deletion, restriction or destruction or  

b) the organisation, arranging, adaptation, the linking or for any other use 

(use); 

 

Limitation of processing  Marking of stored personal data with the aim of limiting its processing in 

the future; 

 

Profiling  Automated processing of personal data which involves the use of such 

personal data to evaluate certain personal aspects relating to a natural 

person, particularly to analyse or predict aspects relating to job performance, 

economic situation, health, personal preferences, interests, reliability, 

behaviour, location or change of location of this natural person; 

 

Pseudonymisation  Processing of personal data in a manner in which the data, without 

additional information, cannot be assigned to a specific data subject, 

provided that such additional information is kept separately and is subject to 

technical and organisational measures to ensure that the data cannot be 

assigned to any data subject; 

 

Anonymisation  Changing of personal data in such a way that the individual details about 

personal or factual circumstances can no longer be assigned to a specific or 

identifiable natural person, or only with a disproportionately large amount 

of time, cost and labour; 

 

File system  Any structured set of personal data which is accessible according to specific 

criteria, independently of the fact whether this set is managed on a 

centralised or decentralised basis, or it is organised on a functional or 

geographical basis; 

 

Manager  Natural or legal person, public authority, agency or other body which alone 

or jointly with others makes decisions about the purposes and means of the 

processing of personal data; 

 

Recipient  Any natural or legal person, public authority, agency or other body to whom 

the personal data is disclosed, regardless of whether it is a third party or not; 

authorities shall not be considered as recipients if they obtain personal data, 

in the context of a specific investigation order, in accordance with Union 

law or other legislation ; the processing of this data by the authorities 

referred to shall be carried out in accordance with the applicable data 

protection regulations in accordance with the purposes of the processing; 
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Personal data breach  Breach of security involving the accidental or unlawful destruction, loss, 

alteration or unauthorised disclosure of or access to personal data that has 

been processed; 

 

Special Categories of Personal Data  

a) data revealing racial or ethnic origin, political opinions, religious or 

philosophical beliefs or trade union membership, 

b) genetic data, 

c) biometric data for the unique identification of a natural person, 

d) health data and 

e) data on sex life or sexual orientation; 

 

Genetic data  Personal data on the inherited or acquired genetic characteristics of a natural 

person, that give unique information about the physiology or the health of 

this person, in particular those that were gained from the analysis of a 

biological sample of the person; 

 

Biometric data  Personal data gained with special technical processes, relating to the physical, 

physiological or behavioural characteristics of a natural person, or allowing 

or confirming the unambiguous identification of this natural person, 

especially facial images or dactyloscopic data; 

 

Health information  Personal data relating to the physical or mental health of a natural person, 

including the provision of health services, and data from which information 

about their state of health can be deduced; 

 

International organisation  International organisation and its subordinate agencies, and any other entity 

created by or based on an agreement concluded by two or more States; 

 

Consent  Declaration of intention for the particular case, in any informed and 

unequivocal way, in the form of a declaration or any other unique 

affirmative action, with which the data subject expresses that they allow the 

processing of the given personal data; 

 

Public Bodies  a) the authorities, the organs of administration of justice and other institutions 

organised under public law of the member state, the federal bodies, the 

institutions and foundations of public law and their associations, irrespective 

of their legal form, 

b) the authorities, the organs of administration of justice and other institutions 

organised under public law of a country, community, association of 

municipalities or other public law entities subject to supervision of the 

country and their associations, irrespective of their legal form and; 

c) the authorities, the organs of administration of justice and other 

institutions organised under public law of a Member State of the European 

Union; 

 

Non-public bodies  Natural and legal persons, companies and other associations of persons 

governed by private law; if a non-public body performs public administrative 

tasks, it is a public body according to this law.  
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Abbreviations 

 

CERT    Computer Emergency Response Team  

 

CSO    Civil Society Organisations 

 

GDPR:    General Data Protection Regulation  

 

LEA:    Law Enforcement Agency  

 

NIS:    Network and Information Security  

 

POLICE Directive:   Directive (EU) 2016/680 of the European Parliament and of the Council of  

                                                    27 April 2016 (Police Directive) 

Third party:  Entity other than the data subject, controller or processor (article 4 (10) 

GDPR). 

TRL    Technology Readiness Level 
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1 Introduction 

This deliverable has been revised in accordance with the reviewers’ requests. It is being laid out why no 

interviews have been conducted (those were done in the context of other WPs that supplement WP2; kindly 

note that this kind of supplementary work is not to be confused with the WPs for which WP2 helps to lay the 

ground, namely WP5 and WP6), whereas a focus group has taken place (see below). Moreover, the project’s 

key goal and the four essential radicalisation-related online activities – terrorist-related hate speech, terrorist 

financing, terrorist-generated content, terrorist recruitment and training in the online realm – have been clearly 

defined. Additionally, the impact of the legal and ethical norms that are described below on the platform has 

been specified. Such remarks have been added at the end of numerous sub-sections (namely the ones that 

address data collection through consent, data secrecy and third parties). Some further remarks have been added 

to the sub-sections on the profiling issue and on the scope of monitoring activities. More extensive observations 

are made at the end of the comments on data transfers and the sub-section on privacy by design and default. 

The newly inserted observations have all been synchronised with the platform’s development, which is 

explained in D5.5. The key insights are summarised in the section on “Legal and Ethical Issues Raised by the 

Use of the Platform.”  

 

As the reviewers clarified in their conversation with the coordinator, it would also be beneficial to add an 

overview of all project-related risks, including those that exceed the ethical and legal (and social) realm. Such 

an overview is given by Table 1 in the concluding section. The key objectives of the project and the deliverable 

have also been clarified. Wording that might appear to run counter to the new Vision Statement, especially 

concerning the project’s key goal, has been changed.  

 

This deliverable bridges WP2 to WP5 and WP6. WP2 focuses on legal and ethical dimension of PROPHETS, 

while WP5 develops the platform to assist and educate Law Enforcement Agencies (LEAs) in the battle against 

terrorist-related hate speech, terrorist financing, terrorist-generated content, terrorist recruitment and training 

in the online realm. WP6 designs, develops, and carries out a set of validation exercises with the aim of both 

testing and demonstrating the capabilities of PROPHETS to LEAs, Computer emergency response team 

(CERTs) and other relevant local and regional authorities. We will frame the technical components within the 

legal and ethical context.  

 

The technical components of PROPHETS remain to be fully developed. So not each and every implication of 

the project might be foreseeable at this point. We still aim to provide a compelling overview of the key ethical, 

legal, and societal issues the ongoing research effort might raise or at least contribute to.  
 

A quick review of various sources that are cited and analysed in D2.1 and D2.2 allowed us to identify the state 

of the art of legal and ethical concerns in the area of data processing, scientific research and, data analysis tools 

similar with the one envisaged for design by the PROPHETS consortium. Moreover, a legal analysis of laws, 

judicial decisions and other documents released at the European level, including guidelines in the area of data 

protection, ethics, and big data allowed us to address legal and ethical concerns that have been identified and 

are of concern to policy makers.1 Moreover, we have kept close contact with all the members of the consortium 

and taken note of their separate and joint work for the project. Information was gathered by personal 

conversations for clarifying the data processing activities of all the different work packages concerning the 

platform.  
 

The task leader has conducted a focus group in Geneva on the 16th of March 2020, focused on data protection 

in security, and the role of LEAs in prevention and investigation, getting fundamental insights for the 

implementation of WP2. Attached to this deliverable are the minutes with core information extracted from the 

meeting. Representatives from the following research centers and institutions attended the focus group: 

                                                      
1 See for example: EDPS 2020 ‘A preliminary opinion on data protection and scientific research’ 6 January 2020 

<https://edps.europa.eu/sites/edp/files/publication/20-01-06_opinion_research_en.pdf> accessed: 10.1.2020. 

about:blank


 Deliverable 2.3 

 

 

 

786894 Page 12 of 48  

 

Foundation Agenfor International, Italian Ministry of Justice, Ministry of Justice and Constitutional Affairs 

Federal State of Bremen Ludwig Boltzmann Institute, UN Special Rapporteur on the right to privacy OHCHR, 

Director of the Data Privacy, EUROJUST, Human Rights Officer, Greek University of Thrace, Belgian Prison 

Administration EUBF, DPO, PM Germany. In other words, the focus group brought numerous different 

stakeholders to the table. In an open exchange of ideas participants expressed their concerns and priorities 

about the need to comply with overall ethical and legal standards. Against this backdrop, the work in WP2 has 

been revised to include a detailed ethical framework (see D2.1); the importance thereof is also corroborated 

by the review). Moreover, it became clear that different stakeholders approach this issue from different angles. 

Accordingly, deliverables D2.1-D2.3 put a special emphasis on the different roles of LEAs and non-LEA 

stakeholders, first and foremost in the sense of laying out when the GDPR and the Police Directive apply and 

to whom they do apply. The implications of LEA and non-LEA cooperation have also been analysed in D2.2.  

 

Further details about the views of different stakeholders need to be gathered through interviews in the context 

of different WPs. In regard to such interviews that were foreseen for this task, it has been decided to carry 

them out within WP4 (interviews are explicitly mentioned as a methodological tool in the description of WP4 

in the Mission Statement, see T4.2 and T4.5) in order to avoid duplications. WP2 and WP4 have been working 

in tandem in order to integrate and analyse the results of the activities carried out within the two interconnected 

WPs.  

 

For instance, for D4.5 qualitative interviews have been carried out to identify the sensitivity to surveillance 

measures (and the acceptance thereof) on the part of professionals in the field of domestic security on the one 

hand and civilians on the other. This effort is clearly intertwined with WP2’s obligation to study the social 

acceptability of the project outputs. It particularly supplements D2.2’s analysis of “the Balance between LEA’s 

Mission and the Respect of Individuals’ Privacy”, especially considering the need to reconcile LEA’s 

obligations with the goal to work with non-government partners.  

 

Further interviews are being conducted in the context of D4.2, which is mainly aimed at identifying technical 

requirements. Admittedly, this is not primarily a legal or ethical challenge, but the General Data Protection 

Regulation (GDPR), as explained in D2.1, also includes the commitment to maintain data security standards 

(integrity and confidentiality principle). In other words, even a seemingly security-focused measure such as 

protecting the online infrastructure does have a legal component, which is of interest to WP2.   

 

Moreover, the authors of D4.1 did numerous interviews to grasp the plausibility and efficiency of counter-

radicalisation programmes. From a WP2 and a WP4 perspective alike, this is an important issue. As explained 

in D2.2 (and to a lesser extent in D2.1), gathering data on radical(ising) individuals that are part of a clearly 

delineated group might possibly lead to collective stigmatisation. Against this backdrop, an analysis of the 

existing counter-radicalisation activities seems to be in order to fully understand their current status and – 

related to that – to figure out how one might best coordinate outreach efforts (without creating false 

impressions). 

 

It has been decided to not mention the implications of awareness raising, and the platform exploitation, since 

the dedicated Deliverable 2.4 will analyse them in depth. 
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2 The Platform 

As stated in the new version of the Vision Statement, “[t] he core aim of the PROPHETS project is to examine 

the process of online behavioural radicalisation and how it leads to hate speech, terrorist financing, terrorist-

generated content, terrorist recruitment and training.”  

 

More specifically, the empirical focus of Prophets consists of the four following points:  

Online Hate Speech – Broadly speaking, hate speech is a narrow, specific category of speech that constitutes 

a discursive manifestation of the marginalisation, discrimination and exclusion suffered by those groups 

vulnerable to that status (Gelber, 2019). More specifically, online hate speech is understood as all forms of 

online expression which disseminate, promote or justify racism, xenophobia, antisemitism or other forms of 

intolerance based on hate, including intolerance which is expressed in the form of aggressive nationalism and 

ethnocentricity, discrimination and hostility to minorities, migrants and people with a migrant background. 

(adapted from: Council of Europe’s Committee of Ministers, 1997)2  

Online Terrorist Financing - Providing or collecting funds online with the intention that they be used, or in 

the knowledge that they are to be used, in full or in part, to commit, or to contribute to the commission of, any 

of the terrorist offence as specified by the financing section of Directive (EU) 2017/541 of the European 

Parliament and of the Council of 15 March 2017 on combating terrorism.3 (adapted from: European Parliament 

& The Council of the European Union, 2017) 

Online Terrorist-Generated Content - Making available of an online message to the public, with the intent 

to incite the commission of one of the terrorist offences as specified by the Directive (EU) 2017/541 of the 

European Parliament and of the Council of 15 March 2017 on combating terrorism where such conduct, 

directly or indirectly, such as by the glorification of terrorist acts, advocates the commission of terrorist 

offences as specified by the Directive (EU) 2017/541 of the European Parliament and of the Council of 15 

March 2017 on combating terrorism, thereby causing a danger that one or more such offences may be 

committed. (adapted from: European Parliament & The Council of the European Union, 2017) 

                                                      
2 Hate speech is to be studied in the context of individuals that engage in terrorist activities as specified by the Directive 

(EU) 2017/541 of the European Parliament and of the Council of 15 March 2017 on combating terrorismor sympathise 

with those that carry them out. The Directive (EU) 2017/541 of the European Parliament and of the Council of 15 March 

2017 on combating terrorism“ clarifies that all forms of terrorism are aimed at one or more of the following three goals: 

seriously intimidating a population; unduly compelling a government or an international organisation to perform or 

abstain from performing any act; seriously destabilising or destroying the fundamental political, constitutional, economic 

or social structures of a country or an international organisation. Moreover, terrorist actors attempt to pursue at least one 

of the following offences: These offences include (a) attacks upon a person’s life which may cause death; (b) attacks upon 

the physical integrity of a person; (c) kidnapping or hostage-taking; (d) causing extensive destruction to a government or 

public facility, a transport system, an infrastructure facility, including an information system, a fixed platform located on 

the continental shelf, a public place or private property likely to endanger human life or result in major economic loss; 

(e) seizure of aircraft, ships or other means of public or goods transport; (f) manufacture, possession, acquisition, 

transport, supply or use of explosives or weapons, including chemical, biological, radiological or nuclear weapons, as 

well as research into, and development of, chemical, biological, radiological or nuclear weapons; (g) release of dangerous 

substances, or causing fires, floods or explosions, the effect of which is to endanger human life; (h) interfering with or 

disrupting the supply of water, power or any other fundamental natural resource, the effect of which is to endanger human 

life; (i) illegal system interference and illegal data interference. 
3 In addition to the Directive’s key offences the financing section also covers the following offences: directing a terrorist 

group, participating in the activities of a terrorist group, including by supplying information or material resources, or by 

funding its activities in any way, with knowledge of the fact that such participation will contribute to the criminal activities 

of the terrorist group, public provocation to commit a terrorist offence (terrorist-generated content), recruitment for 

terrorism, providing training for terrorism, receiving training for terrorism, travelling for the purpose of terrorism and 

organising or otherwise facilitating travelling for the purpose of terrorism. 
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Online Terrorist Recruitment and Training -  Online recruitment is understood as soliciting another person 

online to commit or contribute to the commission of one of the terrorist offences as specified by the recruitment 

section4 of Directive (EU) 2017/541 of the European Parliament and of the Council of 15 March 2017 on 

combating terrorism, whereas online training is defined as  providing or receiving online instruction on the 

making or use of explosives, firearms or other weapons or noxious or hazardous substances, or on other specific 

methods or techniques, for the purpose of committing, or contributing to the commission of, one of the terrorist 

offences as specified by the Directive (EU) 2017/541 of the European Parliament and of the Council of 15 

March 2017 on combating terrorism, knowing that the skills provided are intended to be used for this purpose. 

(adapted from: European Parliament & The Council of the European Union, 2017) 

 

This objective will be reached through three technical components created for the PROPHETS technology 

platform, which are:  

 

(1) The Monitoring and Situational Awareness Tools of the platform will be designed to target and notify 

LEAs concerning suggestive behaviour linked to online behavioural radicalisation and the four above-

mentioned focal points, while the capacity and technical prowess of investigations reserved to LEAs will 

be increased through the integration of the  

(2) Expert Notification Portal, which will greatly expand the wealth of knowledge online investigators have 

access to.  

(3) The technical platform and policy toolkit will be grounded in the results of the evidence-based case 

study analysis and the requirements of end-user input to ensure a common interoperable approach to assess 

risks and identify security measures. 

The tool has been developed to be as realistic and feasible in scope and complexity as to be used immediately 

by relevant agencies following the end of the project. PROPHETS will implement useful and practical 

applications to enhancing capacities to combat online behavioural radicalisation potentially leading to terrorist-

related hate speech, terrorist financing, terrorist-generated content, terrorist recruitment and training in the 

online realm, to understand its underlying motivations and aggravating circumstances, and to achieve a 

Technology Readiness Level (TRL) beyond ‘proof of concept’.  

   

The PROPHETS platform’s development will be informed by the needs and requirements of key actors and 

agencies involved in the battle against terrorist-related hate speech, terrorist financing, terrorist-generated 

content, terrorist recruitment and training in the online realm.  

 

The platform operates in line with a pro-active and LEA-cooperative approach which uses scraping systems 

to gather open source data. Its aim is to assist and educate LEAs. 

 

                                                      
4 In addition to the Directive’s key offences the recruitment section also covers the following terrorist activities:directing 

a terrorist group and participating in the activities of a terrorist group, including by supplying information or material 

resources, or by funding its activities in any way, with knowledge of the fact that such participation will contribute to the 

criminal activities of the terrorist group. 
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3 Potential Legal and Data Issues raised by the use of the 

platform 

3.1 Applicable Law and Specific Provisions for PROPHETS 

Like other technical outcomes of several EU research projects in the field of security and counterterrorism, the 

PROPHETS platform raises several ethical and legal issues, which are addressed in this deliverable.   

 

In chapter 7.1 of D2.1 (“The traffic light system”) the technical component of PROPHETS is marked in ‘red’. 

All components marked in red raise serious ethical and legal concerns that need to be addressed for continuing 

any research work in the relevant areas.  

 

As stated in the updated project description, the platform is a policing tool (see Document “Mission 

Statement”, remarks on WP 5). Therefore, the PROPHETS platform has to be technically and organisationally 

designed in line with the purposes of Art.1 of the Directive (EU) 2016/680 of the European Parliament and of 

the Council of 27 April 2016 (Police Directive) 

 

Article 1(1): This Directive lays down the rules relating to the protection of natural persons with regard to the 

processing of personal data by competent authorities for the purposes of the prevention, investigation, 

detection or prosecution of criminal offences or the execution of criminal penalties, including the safeguarding 

against and the prevention of threats to public security.  

Article 2(1): This Directive applies to the processing of personal data by competent authorities for the 

purposes set out in Article 1(1).  

 

The mitigation actions adopted to minimise risks of data breaches (European Commission, 2017) when 

implementing the PROPHETS platform come from the guidelines described in D2.1, D2.2, D2.5. These 

guidelines serve as legal and ethical framework for this deliverable and are based on the German Model Law 

proposed by the cooperation between the Italian Ministry of Justice and the German Ministry of Justice and 

the UN Special Rapporteur on Data Protection and Privacy to overcome potential data breaches in the 

implementation of the ‘Police Laws’ at member state levels.  

From this perspective, PROPHETS contributes to the dissemination of innovative best practices at a 

national, European and international level by promoting a new regulatory model, which is outlined below 

as basis for the management of the PROPHETS platform: 

 

3.1.1 Legal basis of Data Collection by LEAs 

Radicalisation is not an offence and therefore the platform cannot explore this phenomenon a priori. However, 

the platform can explore retrospectively the outcome of radical behaviours, with a specific focus on terrorist-

related hate speech, terrorist financing, terrorist-generated content, terrorist recruitment and training in the 

online realm. 

 

Therefore, LEAs can legally collect data on natural persons based on two legal basis:  

(1) Law enforcement authorities may collect personal data if it is necessary for law enforcement purposes 

(Directive (EU) 2016/680.  

(2) Special categories of personal data may only be collected if this is absolutely necessary for law enforcement 

purposes. (Principle of Proportionality as part of the EU and National Laws)  

 

As a fundamental mitigation measure of PROPHETS against potential legal breaches in the use of 

the platform, we clarify that the law enforcement authorities may only process personal data if this 

in line with the national procedural and substantial penal law or any other legislation relevant to the 
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scope of the law; it is expressly allowed or ordered by the competent judiciary authorities, or the 

data subjects have given their consent and the consent does not preclude a statutory ban. 

 

3.1.2 Data Collected without Consent 

Personal data may be collected by LEAs or third parties without the consent of the individuals if 

1. this is required in order to achieve the enforcement goal or to prevent imminent danger to the safety 

of the institution, 

2. this is expressly permitted or ordered by legislation, 

3. data of the data subjects must be checked because there are actual indications of their incorrectness, 

4. this is required to prevent significant disadvantages for the common good or an otherwise imminent 

danger to public safety, 

5. this is required to prevent serious impairment of the rights of another person, 

6. the collection relates to data from documents of the judicial proceedings which underlie the execution 

of judicial measures,  

7. the data subjects have not complied with an obligation laid down by legislation to provide information 

and they have been informed about the intended collection from third parties, 

8. the collection from the data subjects would require a disproportionate effort or 

9. the data is generally accessible. 

 

If the collection of personal data about specific categories of individuals (like prisoners or minors) is permitted 

but they are not able to consent, personal data may also be collected from their legal representatives without 

their knowledge. 

 

Non-public bodies are forced to comply with the legal provision which obliges them to inform, otherwise to 

the voluntariness of their information. 

 

3.1.3 Data Collected through Consent 

If the processing of personal data takes place based on consent, the law enforcement authority must be able to 

prove the consent of the data subjects. If the data subject’s consent is provided by a written statement, the 

request for consent must be made in a clear and accessible manner in clear and simple language. The data 

subjects have the right to revoke their consent at any time. The revocation of consent does not affect the legality 

of the processing carried out based on the consent until the revocation, following the principle of non-

retroactivity.  

 

The consent is only effective if it is based on the free choice of the data subjects. In assessing whether the 

consent was given voluntarily, the circumstances of the issuance, for example, the special situation of 

deprivation of freedom, are to be taken into account. 

 

The data subjects are to be informed about the purpose of the processing. If it is required due to the 

circumstances of the individual case or if the persons concerned request this, they must also be informed of 

the consequences of refusing consent. 

 

As far as special categories of personal data are to be processed, the consent must expressly relate to this data. 

For individuals with limited legal capacity, the ability to consent is determined by the actual cognitive ability. 

If the persons do not have the necessary cognitive ability to make a decision, and if this does not endanger the 

enforcement purposes, their rights to be informed, asked or to make requests shall be exercised by their legal 

representatives. When several persons are entitled, each of them can exercise certain rights determined in this 

law alone. If communications are required, it is sufficient if the communication is addressed to one of them.  
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Against this backdrop, the PROPHETS platform adopts the following procedures: Users (in case user data is 

to be processed by LEAs) will be given a consent form in the form of a text before their personal data is being 

stored. The consent form will inform users why their personal data is being collected. Platform users will also 

be able to direct any question/enquiries for their personal data to an assigned authority (in case they want to 

revoke their consent). Moreover, social media data will be anonymised and therefore does not constitute 

personal data (see D5.5).  

 

3.1.4 Data secrecy 

The persons engaged in law enforcement must not process personal data without authorisation (data secrecy). 

Persons who are not officials (as defined for example by Art. 11 paragraph 1 (2) of the German Criminal Code 

and similar legislations at national levels), shall be informed about the provisions to be observed before taking 

up their duties, and they shall be obliged to comply with them (example: Art. 1 of the BGBI law of March 2, 

1974 (BGBl. I S. 469, 547), which is modified by Article 1(4) of the law of August 15, 1974 (BGBl. I S. 1942), 

in the respective valid version. Similar legislations are in force in all member states). The confidentiality of 

data persists even after completion of the work. 

 

Against this backdrop, the PROPHETS platform adopts the following procedures: To further enhance data 

security platform data will be stored on the customer premises. Sensitive data will be secured by special means, 

including protection measures against unauthorised or unlawful processing. Moreover, the platform will have 

a data breach incident response plan according to which users will be notified in case of a data breach (see 

D5.5). More detailed security measures are described below in section 2.2, which addresses privacy and 

security guidelines.  

 

 

3.1.5 Third Parties 

This aspect covers the relation between public authorities and the private sector, with a specific focus on the 

notification portal. The law enforcement authorities may only use and store personal data that have been 

collected in a permitted way for purposes other than those for which the data was collected, if:  

 

1. the prerequisites exist that permit the collection of data from third parties, different from the person 

under investigation, can be lawful in form of ‘notitia criminis’ and must follow the legal procedures in 

force at the national level for all information concerning suspects,  

2. if this is expressly permitted or ordered by legislation, 

3. it serves judicial protection, the exercise of supervisory and controlling powers, the automation of 

reporting, auditing, the implementation of organisational investigations or statistical purposes of the law 

enforcement authorities, and does not conflict with the protection-worthy interests of the data subjects, 

4. this is necessary for the defence against security-endangering or clandestine activities of a foreign power 

or efforts in the member state, using force or preparatory acts  

a. that are directed against the free democratic basic order, the existence or the security of the 

member states, 

b. the purpose of which is to have an illegal effect on the administration of the constitutional 

organs of the member state or of a region or its members or 

c. that are endangering the foreign interests of the member state, 

5. this is required to avert significant disadvantages for the common good or a danger to public security, 

6. this is required in order to prevent serious impairment of the rights of another person, 

7. this is necessary for the prevention or prosecution of criminal offences, for the enforcement of penalties 

and measures (example: Art. 11, paragraph 1, point 8, of the German Criminal Code and similar 
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provisions in the national legislations of the member states), as well as for the prevention or 

prosecution of offences through which the security or public order of the institution is at risk or 

8. this is required for criminal enforcement measures or criminal enforcement legal decisions regarding 

the data subjects. 

 

Storing or using legally collected special categories of personal data for purposes for which they were not 

collected, is only permitted if it is absolutely necessary for the purposes referred to in Art.1 of the Police 

Directive. If the special categories of personal data collected are subject to official or professional secrecy, and 

have been obtained from the persons subject to secrecy in the exercise of their official or professional duties, 

they may be stored or used only for the purpose, for which the persons obliged to secrecy have received them, 

unless otherwise provided by this law. 

 

If personal data that may be processed involves further personal data of data subjects or of third parties in files 

in such a way that separation is not possible or only with unreasonable effort, the storage of this data is also 

permissible if the legitimate interests of data subjects or third parties evidently outweigh this secrecy. Use of 

these data is not permitted. Personal data that are stored or used solely for the purposes of data protection 

control, data backup or to ensure the proper operation of a data processing system, may only be used for other 

purposes if this serves to avert a significant risk to public safety, especially for life, health or freedom, as well 

as to prosecute crimes of significant importance.  

 

Against this backdrop, the PROPHETS platform adopts the following procedures: The platform will only 

process data that is needed. The rest of them will be immediately discarded. User data will only be kept on the 

platform for as long as the data subject remains a user. Social media data will be kept for no more than 365 

days (see D5.5). 

 

3.1.6 Data Transfers 

This aspect is especially important for the ‘Real Time Expert Notification Portal’.  

Unlike similar platforms in use by EUROPOL (Child Sexual Exploitation intelligence, where the sexual abuse 

of children is a specific offence), the Real Time Expert Notification Portal reports data which are not 

necessarily connected to specific crimes, like radicalisation process-related proceedings and possibly also 

online hate speech (for an analysis as to whether or not the four above-mentioned radicalisation-related online 

activities are legal or illegal, see D2.2). This may have very serious implications in terms of penal responsibility 

for the individuals transmitting the data and serious administrative and disciplinary consequences for the LEAs 

receiving it.  

 

Considering this difference, the PROPHETS platform adopts the following procedures: 

 

(1) The law enforcement authorities may transfer personal data that they have collected legally to the extent 

necessary for law enforcement purposes.  

(2) Non-governmental organisations may transfer the personal data collected to the law enforcement 

authorities for purposes for which they were collected, as far as  

1. the law enforcement authorities make allowable use of non-public bodies for the purpose of 

achieving individual, enforceable functions and that such cooperation would be impossible or 

significantly more difficult without the processing of personal data transmitted by law enforcement 

authorities; and  

2. it concerns special categories, like prisoners, with the aim of  

a. visits from treatment, consulting, training, and education measures as well as the employment 

within and outside the institutions, 

b. the use of the services of the professional and secrecy holders (§ 45 (2)) and their assistants, 
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c. the purchase or 

d. the use of telecommunications and media services, 

e. the use of measures of discharge preparation, the transition into freedom, debt settlement, 

dismissal, reintegration, aftercare, or voluntary retention.  

 

(3) Competent public organisations may transfer legally collected personal data to the law enforcement 

authorities for purposes for which they were not collected, as far as 

¶ any other legal provision expressly permits or orders it for the scope of this law or 

¶ this is necessary for 

a) the fulfilment of the duties of investigations, judicial assistance, juvenile court help, probation 

service, management supervision or forensic ambulances, 

b) decisions in pardons, 

c) statutory statistics of justice and ministries of interior, 

d) the performance of tasks transferred to the competent service providers by legislation, 

e) the introduction of aid measures for specific categories, like relatives of the prisoners (Article 

11 paragraph 1 point (1) of the German Criminal Code and similar provisions in the national 

legislations of the member states), 

f) official measures of the Federal Army in connection with the admission and discharge of the 

soldiers, 

g) asylum or foreigner law measures, 

h) the fulfilment of the tasks of the youth welfare offices, 

i) the implementation of taxation or 

j) the achievement of the objectives set out in Article 10, paragraph 2, point 2 to 8 or Article 16. 

 

(4) In the absence of consent of the data subjects, the non-public authorities may only transfer the collected 

personal data to the law enforcement authorities for purposes defined by the law. 

 

(5) The transfer of special categories of personal data collected may be allowed  

¶ to public authorities only if this serves penal investigations, judicial protection, the exercise of 

supervisory and controlling powers, the automation of reporting, auditing, the implementation of 

organisational investigations or statistical purposes of the law enforcement authorities, and does 

not conflict with the protection-worthy interests of the data subjects, 

¶ to non-public bodies only under the conditions that it is strictly necessary and  

a) a piece of legislation expressly permits or orders this, for the scope of Art.1 of the Police 

Directive, 

b) this serves the fulfilment of law enforcement purposes, 

c) this also considers the interests of the natural persons in the confidentiality of personal data  

(aa) this serves as defence against a threat to the life of a person, especially for the 

prevention of suicides,  

(bb) this serves to avert a serious threat to the health or other vital interests of a person or  

(cc) this serves to avert the risk of serious criminal offences,  

f) this is required to avert significant disadvantages for the common good or otherwise imminent 

threats to public security, 

g) the data of the data subjects was obviously made public. 

 

¶ to forensic clinics for the purpose of treatment measures, discharge preparation and aftercare, as far as 

this is strictly necessary, 
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(6) Personal data collected for individuals who are not subject to investigative or preventive measures, may 

only be used for the prevention or prosecution of criminal offences of considerable importance. They may 

also be transferred if it is necessary for purposes of investigation and measures of judicial execution. 

 

3.2 Privacy by Design and Default 

The platform developed within PROPHETS is mainly addressed to law enforcement agencies. However, D5.1 

and D5.4 may also involve additional approved and vetted end users such as ‘legal and policy workers' and 

other relevant experts and ‘emergency services, academics, and security stakeholders and subject matter 

experts’ (see Mission Statement). These additional end users may have some restrictions on the platform in 

comparison to LEA end users such as access to specific/sensitive material. As noted in D2.2, the Police 

Directive, and the GDPR may have some interconnected areas.  

 

Whenever a police officer processes data for non-law enforcement purposes, for instance, human resources 

(HR) data or information that is to be archived, the GDPR will apply.  

Yet, in other areas where LEAs may be competent to process personal data, the delineation between the 

Directive and the GDPR is not as apparent. This might be the case in situations where police officers process 

personal data for identification or verification purposes or for investigative reasons. At a certain point of the 

proceedings, the initial purposes may reveal inconsistency and the investigation fails. At this stage, the police 

officer may change the purpose of the processing, and in this case a new legal framework will apply. 

 

This legal framework is composed of the three following pieces of EU law: 

 

¶ Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016, GDPR, 

2018 

¶ Directive 2002/58/EC of 12 July 2002 concerning the processing of personal data and the protection 

of privacy in the electronic communications sector (e-Privacy Directive) 

¶ Directive 2016/1148 of the European Parliament and of the Council of 6 July 2016 (NIS Directive) 

In line with Art. 25 (and Recital 78) of the GDPR the principles of ‘privacy by design and default’ apply to 

the development of the platform. 

 

‘Data protection by design’ means that technical and organisational measures are taken, at the earliest stages 

of the design of the processing operations, in such a way that safeguards privacy and data protection principles 

right from the start. 

 

‘Data protection by default’, means that personal data is processed with the highest level of privacy protection 

(for example only the data necessary should be processed and there should be short storage periods as well as 

limited accessibility) so that by default personal data isn’t made accessible to an indefinite number of persons 

. 

 

In line with these principles, all data of the monitoring process must be pseudonymised: this is achieved 

through the proper removal of any information, which can be related – directly or indirectly – with a natural 

person (e.g. removal of aliases, image blurring etc.). However, for the needs of social network analysis (SNA), 

the platform converts the ‘natural identifiers’ to system generated identifiers, in a way that they cannot be 

traced back to the natural persons. 

 

The tool will adhere to privacy by design principles to minimise the data collected on individuals. 
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¶ As mentioned above, data will not be stored indefinitely on the platform; when uploaded the data 

uploader will receive a list of 'expiry' dates for any data input into the system to be removed. User data 

will only be kept on the platform for as long as the data subject remains a user. Social media data will 

be kept for no more than 365 days (see D5.5). 

 

¶ only validated and trusted formats will be uploaded onto the platform to ensure security standards are 

upheld and to avoid potential viruses and data breaches. Example of allowed formats may be: "wav., 

mp4., mp3. csv., HTML., PDF…"  

 

¶ The PROPHETS platform will ensure that the data stored within it does not break the applicable 

laws, previously presented.  

 

¶ The tool should not store personal (not fully anonymised) data on individuals and natural persons, 

unless they are part of a formal investigation, authorised by the competent authorities.  

 

¶ The access to the platform will require the logging in of specific users and accounts. These accesses 

will be audited to ensure there is accountability when using the platform and the various tools, 

eliminating the potential for misuse. Different users will be presented with a localised version of the 

platform based on their profile access levels. 

 

¶ There will be the option to specify the location/entity where uploaded data is accessible from. This 

will ensure that data uploaded from specific countries or law enforcement groups are not accessible 

automatically by all users of the platform. This will be upheld by restriction measures added to the 

submission confirmation stage of the platform’s user interface.  

 

Users will also be able to choose an individual user with who to share information. Furthermore, the platform 

communication lines and networks will be clearly identifiable. 

 

 

3.3 Profiling and ‘Massive Monitoring’ 

3.3.1 Profiling 

It should be noted that the second paragraph of Article 11 of the Police Directive prohibits automated 

processing based on special categories of data, unless, pursuant to paragraph 2(a) and (g) of that Article, certain 

conditions for derogating (allowing such processing based on the explicit consent of the data subject or 

processing for purposes of public security), are met.  
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(Fig. 1 Mobile App of the Platform) 

In addition, the verification of data accuracy, the absence of bias and discrimination in the information 

collected and transmitted and the application of ethical guidelines are important precautionary measures. To 

combine profiling based on sensitive data with traditional methods of investigation would provide a useful tool 

to ensure the lawfulness of processing. For example, profiling individuals based solely on religious beliefs is 

prohibited. However, if an individual, for which there is a reasonable suspicion of involvement in terrorist 

activities, is a member of a religious group, it might be necessary to take automated decisions based on his or 

her personal data related to the worshipping place, religious preachers etc. 

Certain guidance for its legal basis is provided in Recital 37 of the Police Directive, which allows, inter alia, 

the possibility to collect sensitive data  in connection only with other data on the natural person concerned, to 

secure the data collected adequately, to implement stricter rules regarding the access to sensitive data by law 

enforcement staff, and a prohibition to transfer such data.  

In return, Article 11(3) of the Directive stipulates an absolute prohibition of discriminatory profiling based 

on special categories of data (European Parliament and of the Council, 2014), a provision that is non-existent 

in Article 22 of the GDPR. Thus, in order to be lawful, a profile may not consist of data purely relating to i.e. 

the race, ethnicity or religious affiliation (‘Salafism’) of the data subject (European Union Agency for 

Fundamental Rights, 2010), if its use could lead to any discrimination of the data subject that would not be 

objectively and reasonably justified. The police should ‘[...] carry out their tasks in a fair manner, guided in 

particular by the principles of impartiality and non-discrimination’. (Committee of Ministers of the Council 

of Europe, 2001). This provision under Article11(3) is to be welcomed, as the risk of discriminatory and racial 

profiling seems to be particularly high in the context of data retention, predictive policing, surveillance (Fisher, 

E. L., 2004) and the technological developments regarding such methods - however, even if such sensitive 

data are deleted during the data collection phase, the aggregation of ‘non-sensitive’ data may easily allow to 

draw conclusions about data subjects that reveal similar information. 

Article 27 of the Directive requires that, whenever the processing (in particular when using new technologies) 

is likely to result in a high risk for individuals, a Data Privacy Impact Assessment (DPIA) needs to be carried 

out in order to mitigate data protection risk (De Hert, P., Papakonstantinou, V., 2016). This requirement will 

become very relevant regarding the use of new technologies for data mining techniques, predictive analysis 

and profiling by competent authorities.  

In the area of law enforcement, consequences following specific processing operations of personal data may 

be specifically pertinent for the data subjects concerned, particularly in the case of data breaches (Article30(c)). 

That is why data breaches should be communicated to the data subject unless this would jeopardise ongoing 

investigations (Article31(5)). In certain cases, such as for minor offences, obligatory notification by the 

controller or processor would be appropriate. 
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Against this backdrop, the platform will not engage in profiling (targeting specific users). Instead, the data will 

be analysed in a macro/aggregated fashion (see D5.5).  

 

3.3.2 Monitoring Activities 

In the legislation of several member states, online monitoring activities by LEAs are subject to strict judicial 

authorisations, or authorisation issued by equivalent bodies, with well-defined targets, strict technical 

procedures related to the type of offences punishable by specific term of imprisonment and time limits for the 

operations. Moreover, principles of territorial jurisdictions apply. However, national legislations on this topic 

are fragmented and not harmonised. 

The monitoring capabilities of the PROPHETS platform allow a wide range of preventive and investigative 

activities, which could permit extended online operations exceeding the legal perimeters of the diverse legal 

jurisdictions, if not properly relocated. Indeed, the platform can crawl masses of data (including text contents, 

audio files, photos, geo-localisations, etc.) from open source social media and the web, based on keywords or 

ontologies, entities, names, and taxonomies defined by executive agencies. The definition of these filters risk 

to be fully subjective and open and therefore can give space to bias, discrimination and even legal violations, 

in case the scraping involves legitimate political or religious micro-languages.  

Moreover, the scraping activities that, in reality, seek to find a needle in a haystack, and which will be 

conducted by police forces to find indiscriminate targets, can “hit” everybody online: member of the 

parliament, political and religious leaders, activists, journalists, minors and adults, policemen, public and 

private staff, companies, media, etc. Their sentiments, emotions, behaviours, ideas or contacts risk to be 

classified, clustered and filtered in police databases based on suspicions of generic radical behaviours. 

Moreover, the fact that mass data will be harvested, including images of faces or associations between people 

and groups in specific geographic areas, based on general keywords or natural language filters, can raise 

serious question of proportionality at legal level. 

This is surely a risk that PROPHETS wants to avoid and prevent because such actions would not be  in line 

with the EU laws. 

For this reason, two following specific measures are adopted to mitigate these risks: 

 

3.3.2.1 Data Clustering, Applicable Laws and Procedures 

Depending on the type of operations carried out by LEAs, data are clustered into different categories, in line 

with the recent EUROPOL classification (EUROPOL, 2019), with different applicable laws for its 

management: 

DATA OUTSIDE INVESTIGATIONS (GDPR and other EU Directives) 

Collection of Basic Subscriber 

Information (BSI) 

No, except with consent Lacking consent, if collected, will be 

automatically deleted 

Traffic data (IP, logs)  No, only metadata 

declared by the users 

If collected, will be automatically deleted 

Content of data Only public content Private content data if collected, will be 

automatically deleted 

Storage of data Centralised Cloud The developers of the platform will 

describe the cloud and its compliance to 

GDPR (Reg. (EU) n. 2016/679 and other 

EU directives 
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Data Transfer Possible with consent In line with 2.1e and 2.1.f 

 

INVESTIGATIONS / LEAs (Police Directive) 

Collection of BSI Yes Following national procedures for prevention and 

investigations 

Traffic data (IP, logs)  Yes Following national procedures for prevention and 

investigations 

Content of data Yes Following national procedures for prevention and 

investigations 

Storage of data On premises Following Police Directive EU Directive 2016/680 

Data Transfer Yes Following Directive (EU) 2016/680, EU Directive 

41/2014 and other MLA tools 

 

 

3.3.2.2 Principle of Proportionality, Rights to Information and Privacy 

The European Court of Justice (ECJ) laid down a set of principles which apply to BSI, traffic, and content data 

(ECJ, Cases C-73/07, C92/09, C-93/09, C-293/12, C-294/12, C-288/12, C-362/14, C-203/15, C-698/15). The 

Court spelled out the requirements of EU law, specifically, the privacy protections of the EU Charter of 

Fundamental Rights, in a manner which makes it plain that indiscriminate data monitoring, retention and 

storage become incompatible with those requirements.  In doing so, it went further than the more pragmatic 

opinion of its own Advocate General (ECJ, Joined Cases C-203/15 and C-698/15, 2016) and further also than 

the existing case law of its sister court, the (non-EU) European Court of Human Rights. 

In the PROPHETS scheme, aimed at minimising the risk of violations and data breaches, the collection and 

storage of BSI and content data is subject to the authorisation of judiciary agencies or equivalent bodies in the 

framework of terror-related investigations and NOT for behavioural radicalisation. As the European Court of 

Justice (2016) noted: 

¶ The data which providers of electronic communications services must therefore retain makes it 

possible to trace and identify the source of a communication and its destination, to identify the date, 

time, duration and type of a communication, to identify users’ communication equipment, and to 

establish the location of mobile communication equipment. That data includes, inter alia, the name 

and address of the subscriber or registered user, the telephone number of the caller, the number called 

and an IP address for internet services. That data makes it possible, in particular, to identify the person 

with whom a subscriber or registered user has communicated and by what means, and to identify the 

time of the communication as well as the place from which that communication took place. Further, 

that data makes it possible to know how often the subscriber or registered user communicated with 

certain persons in a given period (see, by analogy, with respect to Directive 2006/24, the Digital Rights 

judgment, paragraph 26). 

¶ That data, taken as a whole, is liable to allow very precise conclusions to be drawn concerning the 

private lives of the persons whose data has been retained, such as everyday habits, permanent or 

temporary places of residence, daily or other movements, the activities carried out, the social 

relationships of those persons and the social environments frequented by them (see, by analogy, in 

relation to Directive 2006/24, the Digital Rights judgment, paragraph 27). In particular, that data 

provides the means, as observed by the Advocate General in points 253, 254 and 257 to 259 of his 
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Opinion, of establishing a profile of the individuals concerned, information that is no less sensitive, 

having regard to the right to privacy, than the actual content of communications. 

The ECJ considered the data gathering in the context of ‘monitoring’ without judicial or equivalent 

authorisation as an interference with the fundamental rights enshrined in Articles 7 and 8 of the Charter, very 

far-reaching and to be particularly serious. The fact that the data is retained without the subscriber or registered 

user being informed is likely to cause the persons concerned to feel that their private lives are the subject of 

constant surveillance (see, by analogy, in relation to Directive 2006/24, the Digital Rights judgment, 

paragraph 37). 

Following the judgment of the ECJ, also gathering of content data may represent a violation if collected outside 

form authorised operations: 

¶ Even if such legislation does not permit retention of the content of a communication and is not, 

therefore, such as to affect adversely the essence of those rights (see, by analogy, in relation to 

Directive 2006/24, the Digital Rights judgment, paragraph 39), the retention of traffic and location 

data could nonetheless have an effect on the use of means of electronic communication and, 

consequently, on the exercise by the users thereof of their freedom of expression, guaranteed in 

Article 11 of the Charter (see, by analogy, in relation to Directive 2006/24, the Digital Rights 

judgment, paragraph 28).  

¶ Given the seriousness of the interference in the fundamental rights concerned represented by national 

legislation which, for the purpose of fighting crime, provides for the retention of traffic and location 

data, only the objective of fighting serious crime is capable of justifying such a measure (see, by 

analogy, in relation to Directive 2006/24, the Digital Rights judgment, paragraph 60). 

The EU judges highlight the principles of proportionality and the necessity to justify data gathering with 

specific criminal offences: 

¶ Further, while the effectiveness of the fight against serious crime, in particular organised crime and 

terrorism, may depend to a great extent on the use of modern investigation techniques, such an 

objective of general interest, however fundamental it may be, cannot in itself justify that national 

legislation providing for the general and indiscriminate retention of all traffic and location data should 

be considered to be necessary for the purposes of that fight (see, by analogy, in relation to Directive 

2006/24, the Digital Rights judgment, paragraph 51). 

¶ In that regard, it must be observed, first, that the effect of such legislation, in the light of its 

characteristic features as described in paragraph 97 of the present judgment, is that the retention of 

traffic and location data is the rule, whereas the system put in place by Directive 2002/58 requires the 

retention of data to be the exception. 

¶ Second, national legislation such as that at issue in the main proceedings, which covers, in a 

generalised manner, all subscribers and registered users and all means of electronic communication 

as well as all traffic data, provides for no differentiation, limitation or exception according to the 

objective pursued. It is comprehensive in that it affects all persons using electronic communication 

services, even though those persons are not, even indirectly, in a situation that is liable to give rise to 

criminal proceedings. It therefore applies even to persons for whom there is no evidence capable 

of suggesting that their conduct might have a link, even an indirect or remote one, with serious 

criminal offences. Further, it does not provide for any exception, and consequently it applies 

even to persons whose communications are subject, according to rules of national law, to the 

obligation of professional secrecy (see, by analogy, in relation to Directive 2006/24, the Digital 

Rights judgment, paragraphs 57 and 58). 
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¶ Such legislation does not require there to be any relationship between the data which must be retained 

and a threat to public security. In particular, it is not restricted to retention in relation to (i) data 

pertaining to a particular time period and/or geographical area and/or a group of persons likely to be 

involved, in one way or another, in a serious crime, or (ii) persons who could, for other reasons, 

contribute, through their data being retained, to fighting crime (see, by analogy, in relation to Directive 

2006/24, the Digital Rights judgment, paragraph 59). 

¶ National legislation such as that at issue in the main proceedings therefore exceeds the limits of what 

is strictly necessary and cannot be considered to be justified, within a democratic society, as required 

by Article 15(1) of Directive 2002/58, read in the light of Articles 7, 8 and 11 and Article 52(1) of the 

Charter. 

PROPHETS adopts all these inputs as part of the management of the platform. For instance, as mentioned 

above, the platform will only process data that is needed. The rest of them will be immediately discarded. User 

data will only be kept on the platform for as long as the data subject remains a user. Social media data will be 

kept for no more than 365 days (see D5.5). 
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4 Legal and Ethical Issues Raised by the Use of the Platform 

This deliverable has identified the following legal and ethical issues (some of them have been identified by 

other WP2 deliverables as well but now they are being discussed with a sole focus on the platform: 

1. Lack of informed consent: Users (in case user data is to be processed by LEAs) will be given a consent 

form in the form of a text before their personal data is being stored. The consent form will inform users 

why their personal data is being collected. Platform users will also be able to direct any 

question/enquiries for their personal data to an assigned authority (in case they want to revoke their 

consent). Moreover, social media data will be anonymised and therefore does not constitute personal 

data (see D5.5). 

2. Risk of stigmatisation of individual or groups (especially concerning the Weak Indicator Extraction 

System):  

In order to mitigate this risk, all ontologies, entities and keywords used to scrape data undergo a process 

of authorisation by the national DPO. Moreover, the platform will not engage in profiling (targeting 

specific users), which might easily create false impressions about the groups such users are part of. 

Instead, the data will be analysed in a macro/aggregated fashion. The platform will blur images to 

further reduce biases, for example concerning religious affiliations (see D5.5). 

3. Risk of misuse of the platform:  

In order to mitigate this risk, the following measures are adopted:  

(2.a) The access to the platform will require the logging in of specific users and accounts. These 

accesses will be audited to ensure there is accountability when using the platform and the various tools, 

eliminating the potential for misuse. Different users will be presented with a localised version of the 

platform based on their profile access levels. 

(2.b) Only validated and trusted formats will be uploaded onto the platform to ensure security 

standards are upheld and to avoid potential viruses and data breaches.  

(2.c) There will be the option to specify the location/entity where uploaded data is accessible from. 

This will ensure that data uploaded from specific countries or law enforcement groups are not 

accessible automatically by all users of the platform. This will be upheld by restriction measures added 

to the submission confirmation stage of the platform’s user interface. 

Users will also be able to choose an individual user with who to share information. Furthermore, the 

platform communication lines and networks will be clearly identifiable. 

(2.d) To further enhance data security platform data will be stored on the customer premises. Sensitive 

data will be secured by special means, including protection measures against unauthorised or unlawful 

processing. Moreover, the platform will have a data breach incident response plan according to which 

users will be notified in case of a data breach (see D5.5).  

4. Limiting the scope of data processing: 

The platform will only process data that is needed. The rest of them will be immediately discarded. 

User data will only be kept on the platform for as long as the data subject remains a user. Social media 

data will be kept for no more than 365 days (see D5.5). 

5. Data Transfers (within the Real Time Expert Notification Portal): A key point is that – unlike similar 

platforms in use by EUROPOL (Child Sexual Exploitation intelligence, where the sexual abuse of 

children is a specific offence) – the Real Time Expert Notification Portal reports data which are not 

necessarily connected to specific crimes, like radicalisation process-related proceedings and possibly 

also online hate speech (for an analysis as to whether or not the four above-mentioned radicalisation-

related online activities are legal or illegal, see D2.2).. This may have very serious implications in 

terms of penal responsibility for the individuals transmitting the data and serious administrative and 

disciplinary consequences for the LEAs receiving it that are described in great detail above and – for 

the sake of presenting a clear concise overview – are not repeated here again.  
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5 Conclusion 

(1) Outside the scope of the Police Directive, it is possible to gather data through automated monitoring 

activities only if they are fully anonymised.  

(2) This data is subject to the GDPR, Directive 2002/58/EC, in addition to the Directive (EU) 2019/1024 

(‘open data directive’) and the Directive 2002/58/EC (e-Privacy Directive);  

(3) Data gathered in the framework of the Police Directive aimed at processing of personal data, in form 

of BSI, traffic, metadata and contents, by competent authorities for the purposes of the prevention, 

investigation, detection or prosecution of criminal offences or the execution of criminal penalties, 

including the safeguarding against and the prevention of threats to public security, are subject to the 

national penal legislation and the EU laws. The DPO of the Italian Ministry of Justice, as WP2 leader, 

and the national DPOs of all consortium members will supervise the correct application of these 

principles and notify any data breach to the project coordinator and the competent Data Protection.  

Lastly, as the reviewers clarified in their conversation with the coordinator, it would be beneficial to add an 

overview of all project-related risks, including those that exceed the ethical and legal (and social) realm. Such 

an overview is given by the table below, which lists numerous risks that might arise throughout the project and 

also lays out what mitigation measures are being embarked on to avoid them. In order to structure this overview 

as well and as coherently as possible and to ensure that the mitigation measures can be quickly and easily 

attributed to the project’s tasks, the aforementioned risks are mentioned in the order of the Work Packages 

they are associated with.  

 

Table 1: The Project’s overall Risks and Risk Mitigation Strategies 

Risk Work Package Risk Mitigation Strategies 

Lack of conceptual and 

definitional clarity 

All (especially WP3)  The project’s key goal and the 

four essential terms (terrorist-

related hate speech, terrorist 

financing, terrorist-generated 

content, terrorist recruitment and 

training in the online realm) have 

been clarified in the new Vision 

Statement and throughout the 

deliverables that required 

resubmission.  

Lack of reliability/transparency 

(confusion concerning the scope 

and purpose of data processing) 

2 As mentioned above, the 

project’s key goal and the four 

essential terms (terrorist-related 

hate speech, terrorist financing, 

terrorist-generated content, 

terrorist recruitment and training 

in the online realm) have been 

clarified in the new Vision 

Statement and throughout the 

deliverables that required 

resubmission. 

Stigmatisation of individuals or 

groups 

2 The platform will blur images to 

reduce biases, for example 

concerning religious affiliations, 

and refrain from profiling 



 Deliverable 2.3 

 

 

 

786894 Page 29 of 48  

 

(targeting specific users), which 

might easily create false 

impressions about the groups such 

users are part of, and analyse the 

data in a macro/aggregated 

fashion instead (see D5.5). 

Moreover, all ontologies, entities 

and keywords used to scrape data 

undergo a process of authorisation 

by the national DPO. 

The consortium will also be 

mindful of the achievements and 

failures of prevention and de-

radicalisation programmes within 

the EU and adjust its outreach 

activities accordingly. 

Complacency concerning data 

storage 

2 The unused or irrelevant material 

will be destroyed as soon as 

possible. The platform will only 

process data that is needed. The 

rest of them will be immediately 

discarded. User data will only be 

kept on the platform for as long 

as the data subject remains a user. 

Social media data will be kept for 

no more than 365 days (see 

D5.5). 

Personal data might be attributed 

to specific individuals 

2 The material will be pseudo-

anonymised (if possible 

anonymised in case of social 

media data). 

Exceeding the criteria of 

necessity and proportionality 

concerning the limitation to the 

rights of individuals 

2 All interviews will have a clear 

and focused structure to avoid 

that unnecessary questions are 

being asked. The platform will 

only process data that is needed. 

The rest of them will be 

immediately discarded (see 

D5.5). 

Some data processing activities 

might undermine the project’s 

focus on open source information 

2 It has been decided to not process 

any data from the Dark Web, 

which does not qualify as open 

source. 

Personal data might be subject to 

unforeseen, unintended or 

malevolent use 

2 PROPHETS is working with 

manifold templates (incl. a risk 

assessment template, a records of 

data processing template (with a 

special focus on documenting 
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data processing activities) and an 

Ethics Check List).  

Platform data will be stored on 

the customer premises to increase 

security. Sensitive data will be 

secured by special means, 

including protection measures 

against unauthorised or unlawful 

processing. Moreover, the 

platform will have a data breach 

incident response plan. Users will 

be notified in case of a data 

breach (see D5.5). The access to 

the platform will require the 

logging in of specific users and 

accounts, which will be audited. 

Only validated and trusted 

formats will be uploaded onto the 

platform to ensure security 

standards are upheld and to avoid 

potential viruses and data 

breaches.  

Lack of information prior to 

consenting to participation 

2 The information sheet fully 

informs participants about the 

project’s goals, the implications of 

one’s involvement, the rights of 

the participants, the contact details 

of the data protection supervisors, 

the purpose of data processing 

activities and the use of the to-be-

processed data. By signing the 

consent form participants declare 

that they have read and 

understood the information sheet 

and that their questions were fully 

answered.    

As far as the use of the platform 

is concerned, users will be given 

a consent form in the form of a 

text before their personal data is 

being stored. The consent form 

will inform users why their 

personal data is being collected 

and other necessities (see D5.5).  

Participants/users might be 

unaware of the right to revoke 

their consent or unable to do so 

2 Information sheet/platform text 

will inform participants/users 

accordingly. Obviously, 

interviewees always have a 

chance to articulate that they 

revoke their consent, whereas 

platform users will be able to 
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direct any question/enquiries for 

their personal data to an assigned 

authority. 

Lack of enforcement of ethical 

standards in developing countries 

2 The only developing country 

where data processing takes 

places is Jordan. Jordanian 

participants will be fully informed 

about PROPHETS’ research plans 

in accordance with the above-

mentioned ethical proceedings 

and in close collaboration with 

knowledgeable partners, namely 

the Jordanian Police and the 

Jordanian member of the AB. 

In case platform-related data is 

requested by individuals or 

agencies in countries where 

ethical standards are not fully 

enforced, an appropriate data 

authority is to step in that is 

required to reject such requests. 

Researchers might be unaware of 

legal obligations 

2 The exact obligations, especially 

of the GDPR and the Police 

Directive, are being laid out in 

detail in D2.1, D.2.2 and D2.3.  

The technological challenges and 

implications of online 

behavioural radicalisation (in the 

field of terrorist-related hate 

speech, terrorist financing, 

terrorist-generated content, 

terrorist recruitment and training 

in the online realm) might be 

unclear.  

3 In D3.1 a PESTL and thematic 

analysis is conducted to study 

how different areas of technology 

may increase the opportunities 

for the four above-mentioned 

radicalisation-related online 

activities to occur. 

The process of online 

behavioural radicalisation (in the 

field of terrorist-related hate 

speech, terrorist financing, 

terrorist-generated content, 

terrorist recruitment and training 

in the online realm) might not be 

specified. 

3 Besides the above-mentioned 

specification of the project’s 

goals and the key definitions the 

processes of how online 

behavioural radicalisation 

translates into the four 

aforementioned radicalisation-

related online activities need to 

be clarified as well. In D3.1-

D3.3. those processes are 

examined on the micro-, meso- 

and macro-level.  

The demand for counter-

radicalisation efforts, including 

4 The strengths and weaknesses of 

current counter-radicalisation 
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specific focal points thereof, 

might not be grasped. 

programmes are analysed in 

D4.1. 

The security and privacy 

concerns (and the relationship 

between those two categories) on 

the part of LEAs on the one hand 

and non-governmental 

organisations on the other might 

not be fully understood (which 

might easily undermine efforts to 

conceptualise an acceptable 

product). 

4 The views of different 

stakeholders on the privacy-

security trade-off are analysed in 

D4.5, which has used surveys and 

interviews to cast light on this 

issue.  

The development of the 

technological products, namely 

the platform, might be detached 

from end-user demands. 

4 A series of informant interviews 

are being conducted to clarify the 

priority needs for operational, 

tactical and strategic 

development, training and 

deployment concerning the three 

components (Policy Making 

Toolkit, Enhanced Monitoring 

and Situational Awareness Tool, 

Real-Time Expert Notification 

Portal) that will form the 

PROPHETS platform. 

The analysis of relevant 

information might take too 

long/be too complex. 

5 The platform will attempt to 

reduce the manual workload 

through automation, to increase 

situational awareness and 

streamline management 

procedures and workflow through 

prioritisation. 

The technical partners might 

work on features that turn out to 

be irreconcilable with one 

another.  

5 The three platform components 

(Policy Making Toolkit, 

Enhanced Monitoring and 

Situational Awareness Tool, 

Real-Time Expert Notification 

Portal) and their key features are 

clearly specified.  

Platform communication might 

be undermined by language 

barriers 

5 The real-time notification will be 

multilingual (English, German, 

French, Italian, Spanish, 

Croatian, Bulgarian and Greek 

using existing partners 

capabilities) 

The platform might not be 

adequately tested. 

6 Testing parameters and validation 

scenarios have been worked out 

in detail in D61 and D6.2. 

Researchers might not place 

strong enough a focus on 

7 PROPHETS communicates 

project-related insights and 
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communicating the project’s 

insights and results 

results via its website as well as 

its LinkedIn and Twitter 

accounts. To avoid 

misperceptions the website’s as 

well as the accounts’ messages 

have been standardised in 

accordance with the project’s key 

goal(s) and focal points (as 

requested by the reviewers).  

The project’s insights and results 

might not be communicated in a 

structured manner 

7 D7.1 presents a dissemination 

plan, which clarifies what the 

target audience is and how to get 

in touch with the relevant players.  

Awareness raising campaigns 

might not cause meaningful 

change, or even no change at all, 

as they might be 

misconceptualised in the sense of 

communicating the wrong 

message or reaching an audience 

that lacks interest in the to-be-

communicated messages.  

7 As mentioned above, the 

project’s key goal and the four 

essential terms (terrorist-related 

hate speech, terrorist financing, 

terrorist-generated content, 

terrorist recruitment and training 

in the online realm) have been 

clarified in the new Vision 

Statement and throughout the 

deliverables that required 

resubmission. Moreover, the 

target audience has been clearly 

identified, namely LEAs and 

other stakeholders in the field of 

(online) behavioural 

radicalisation with a special focus 

on the four above-mentioned 

radicalisation-related online 

activities. It is virtually a given 

that this target audience is greatly 

interested in the project’s 

messages.  

Awareness raising efforts may 

even have a counter-productive 

impact. This is particularly likely 

if a controversial message is not 

just being communicated to a 

group with a lack of interest in 

the issue at stake but to a group 

that is beholden to a particular 

worldview, which is at odds with 

the campaign’s goals. 

7 LEAs and other stakeholders in 

the field of (online) behavioural 

radicalisation with a special focus 

on the four above-mentioned 

radicalisation-related online 

activities cannot only be expected 

to be very interested in the 

project’s messages, they should 

be particularly open to new 

insights as to how online 

behavioural radicalisation can be 

examined and reduced, especially 

as far as the LEAs are concerned.  
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Annex – Focus Group on Data Protection and Privacy on 

Radicalisation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  
  

      

  
    

  

  

  

  

FOCUS GROUP ï DATA PROTECTION AND PRIVACY on RADICALISATION  

Geneve, 6th of March 2020  

09.00-18.00 CET   

  

The focus group has been held in Geneve on the 6th of March 2020. It has been organised by the Foundation 

Agenfor International, in the framework of the EU-funded projects PROPHETS, JSAFE, FAIRNESS, PRE-

RIGHTS, JP-COOPS.   

Agenfor and the Italian Ministry of Justice, as partners and/or leaders of the above-mentioned projects, are in 

charge of the legal and ethical tasks of the projects. Therefore, the focus group has been organised aimed to 

gather insights and information for legal and ethical related issues for what concern the management of data, 

privacy and data protection.   

The focus group analysed issues related to data protection and privacy in the field of radicalisation and 

terror-related crimes from a national and European perspective. Particular focus has been given to the 

management of data within prisons, since many cases have shown the link between radicalisation pathways 

within prison systems.     

  

Representative from the following research centers and institutions attended the focus group:  

Foundation Agenfor International, Italian Ministry of Justice, Ministry of Justice and  

Constitutional Affairs Federal State of Bremen, Ludwig Boltzmann Institute, UN Special  

Rapporteur on the right to privacy, OHCHR, Director of the Data Privacy, EUROJUST, Human Rights 

Officer, Greek University of Thrace, Belgian Prison Administration, EUBF ï DPO, PM Germany.   

  

  

  

Introductory remarks from Prof. Cannataci (UN Special Rapporteur on the right to privacy)  

- The matter of data protection and privacy have been repeatedly highlighted in recent years. The aim of the 

workshop is to identify related issues and solutions.  

- The results of the day will be formulated into a text and circulated among participants.  

- Plan to organise a second meeting with more directors of prisons from Europe and around the world. If 

possible, this second meeting will be organised towards the end of June. Scope of the meeting to be 

defined but if there are more results (identified issues and suggested solutions) by then, Prof. Cannataci 

will raise these as recommendations to the UN General assembly in October. Planning the meeting must 

account for the fact that, by 15th July, Prof. Cannataci would have to submit a report for translation.   

- While the workshop should be seen as a brainstorming session, participants should think not just about 

substance but, later, also think about colleagues who could contribute to discussion. Participants are 

encouraged to pass contacts on to the inviting organisations, in order to widen circle of consultation.   

  

Introduction from Dr. Bianchi (Foundation Agenfor International)  

- Explains that the motivation behind the workshop is the need for better harmonisation between different 

levels of intervention (national, European and international) concerning the management of data, privacy, 

national and European legal frameworks.  

- Highlights the need to talk about data within a new model of security post-Brexit because a large part of 

preventive and security policies have been shaped in conjunction with Home Office.  



  
  

  

      

  
    

  

  

Prof. Cannataci sets the workshop in context  

- Currently a lot of discussions of today's subject matter from European viewpoints -- issues arising from 

internal and interstate exchange data. Prof. Cannataci aims to bring together projects he encounters inside 

the EU with those encountered outside of it.  

- Encourages the sharing of standard operating procedures in participantsô own countries, including 

concerns about them.  

- Explains Chatham Hours Rule will be applied in the workshop (while the information discussed may be 

noted or used in the future, it will not be attributed to the individual that said it or the organisation they 

represent).  

- Stresses importance of having a flow of information.   

- Need to consider what goes into transfer files and whether we need special safeguards for data concerning 

an individualôs health. Need to consider the relationship between health, health data, and how to handle 

it.  

- The ongoing case of the murder of a journalist in Malta is given as an example of prosecution and public 

inquiry as a result of information coming out of prison intelligence (the Maltese prison intelligence unit 

intercepted communications which could prove to be key in detecting a murderer in this famous bomb 

assassination). This raises sensitive issues related to the discussions expected in the workshop, such as the 

questions:  

1. What does an intelligence unit do?  

2. What does it gather information about?  

3. Who is it communicated to?  

4. When is it communicated?  

5. What safeguards exist for prisoners and for securities?  

- Situation becomes more complicated because of different national systems, e.g. Germany is a federal state 

ð how can we compare their practices to those of other federal states?  

- Dedicates next ten minutes to viewing these issues from a UN viewpoint on human rights. For this, 

participants are asked to start thinking about privacy, health data and gender-related data.  

- Privacy is a fundamental human right, but it is not only stand-alone. It is both an end in itself and a means 

to an end. This relates back to Persönlichkeitssrecht, which emerged in Germany and the German 

Constitutional Law before influencing constitutional law in multiple other countries. Lays out the free 

unhindered right to develop one's personality. Privacy, freedom of expression and freedom of information 

are the 3 pillars of this right to development of personality.  

- Links to relevant documents can be found on the web page for the Special Rapporteur on the right to 

privacy (Joe Cannataci)  

(https://www.ohchr.org/EN/Issues/Privacy/SR/Pages/SRPrivacyIndex.aspx)  



  
  

  

      

  
    

  

- Prof. Cannataci to send Global protection standards for health data, proposed by UN privacy rapporteur 

Oct 2019. The recommendations are designed to be compliant with all the latest EU laws. Prof. Cannatci 

to send copy of slides to everyone.  

  

  

Dr. SEBAS TIAN SCHULENBERG (Ministry of Justice and Constitutional Affairs Federal State of 

Bremen)  

  

Presentation Title: How to share information while abiding the law ï a 

blend of European approaches to privacy and incarceration  The 

European Data Protection Law Enforcement Directive, the case 

law of the European Court of Human Rights and their 

implementation into German law  

- Introduced topic of data protection and the European approach to data protection ï focus on prisons, as 

well.  

- Presentation aims to explain how German Laender reacted to EU intelligence and law enforcement in 

relation to the processing of data and cooperation between the different security agencies.  

- The results of a recent Kingôs College study of the profiles of 79 European jihadists with criminal pasts 

show that at least 1/3 of them had become radicalised while serving their prison sentence. Only one part of 

this 1/3 would have been in prison for terrorism-related crimes.  

- Some extremists exploit prison environment to recruit further extremists, which is why information 

exchange between prisons systems and security institutions is increasingly important. CSOs and other 

entities also important.   

- Greater cooperation with police and intelligence services needed so that the background of those in prison 

can be understood. Need to understand what information the police and intelligence agencies can share 

and then use this information to decide whether prisoners have special needs for psychological help, or 

whether they should be isolated, etc.   

- Each prisoner needs to be assessed. Each prisoner gets an individual rehabilitation plan but if the past of 

the prisoner in question is unknown, then it is not possible to do this. This includes the prisonerós 

personal, not just criminal, past. Often security intelligence can offer information on this.  

- The situation has worsened in Germany as more foreign fighters return from Syria. This has led to 

suggestions of cooperation agreements between intel and prison systems.   

- Parallel development in European law: Directive EU 2016/680, and of the Council of 27 April 2016 on the 

protection of natural persons with regard to the processing of personal data by competent authorities for 

the purposes of the prevention, investigation, detection or prosecution of criminal offences or the 

execution of criminal penalties, and on the free movement of such data. This provision concerns data 

protection and prison systems.   



  
  

  

      

  
    

  

- When the EU introduced a directive concerning the German prisons, German Laender felt their needs 

were unheard at EU level but they had to take the two-step approach outlined in the Directive:  

1. The prisoner/probationer concerned needs to be informed that data has been processed (Articles 

13 and 14 Directive (EU) 2016/680). At any time, a prisoner can ask what info is held about 

them, with whom it is shared.   

2. Prisoner/probationer can ask for a review and the chance to request a correction or deletion if 

appropriate.  

- This Directive 2016/680 affects all security services except intelligence services   

- It is possible to limit these rights if there is sufficient and proportional justification (if it will jeopardise an 

investigation/prosecution for example). To do this, Member States must adopt specific legislative 

measures.  

- The person in question can lodge a complaint on the grounds that they, as a prisoner, do not have access to 

information about the data processed about them. This brings in a new player: an independent, 

professional supervisory body. In this sense, the Directive (EU) 2016/680 brought a key shift in paradigm 

regarding prisonersô rights to information being processed about them and the rights of security agencies 

in restricting these.  

- When an individual is freed, there is no longer legal justification to withhold details of the information 

held on them. Release is the latest point when a prisoner can be informed about this information.  

- In Germany prisoners do not know about their rights. Most German Laender will give prisoners 

informative hand-outs, but they are given alongside among many other and so will not really be read.  

  

Dr Bianchi:  Prevention, investigation and prosecution al l involve different procedures and 

different agents. Has this been addressed in Germany?  

  

Dr Schulenberg:    

- Different German Länder have answered this differently ð In Bremen the police have one law 

implementing the directive, the prisons have another. They have different interpretations and different sets 

of laws.  

- In the EU, all data processing infringes right set out in art. 8 of ECHR (right to privacy and family life). 

Unless the infringement is justified and has a legal basis.  

- In 2015, at a conference of the Ministers of Justice of the German Laender, the issue of dealing with 

extremists was raised. A Model Law was submitted which considers the case law of the  

Federal Constitutional Court, that of the European Court of Human Rights, and the Data Protection 

Directive  

- The Model Law became the new legal basis for: identification of prisoners; security check of prisoners 

and prison visitors; case conferences/roundtables; and exchange of other information with the security 

authorities, other state authorities and NGOs.  

- Roundtables and conferences are particularly poignant because the information shared about a prisoner by 

the participants (prison staff, doctors, psychologist, etc.) defines the action that will be taken concerning 



  
  

  

      

  
    

  

the prisoner in question ð i.e. data sharing becomes an operational matter. This is serious grounds for 

legal regulations.  

- Reaction of the federal states responsible for the correctional system:  

- Model law addresses issues of what information can be shared, with whom, under which circumstances 

and for which purpose.  

- Law allows better balancing of the need for larger multi-agency cooperation with protecting the rights of 

the individual concerned.  

- The Model Law uses the freedom set by Directive (EU) 2016/680 to reduce data protection rights to the 

necessary level. This applies to the powers of the independent supervisory authority.  

- Through the Model Law, interagency cooperation (between police, intelligence and prison staff) is now 

grounded in law.  

- Beyond the EU framework presented, there is also the aspect of the German constitution court, which 

ruled that you must not do 24-hour surveillance over extended period of time. Idea is that even if you are 

criminal, there are times when you should not be observed.   

- There is a lot of take away from framework for transferal on a global level.  

  

  

Prof. Cannataci:    

- If it is a good idea in Europe, why is it not a good idea elsewhere in the world? Today we have GDPR but 

at least 26 different laws governing the interpretation of it. There have been attempts to harmonise 

interpretations.   

- Hurdles to global implementation:  

- Perception of recommendations on privacy and data protection as a purely Western conception.  

- Significant variation in the use of IT.  

  

The Model Law has been translated from German to English. This will be circulated to 

participants.  

  

Dr Bianchi:   

- In the case of radicalisation, further difficulty because radicalisation is not a crime. Difficulty in 

understanding how you can exchange information on something that isnôt a crime. How can you combine 

conceptions of suspects with things like the Stockholmôs Roadmap.   

- In Italy, it is forbidden to exchange information between the prison system and external police without 

judicial permission. Formally it is forbidden. How did you solve this complex topic, which is at the basis 

of the whole discussion?  

  

Dr Schulenberg:  



  
  

  

      

  
    

  

- We were dealing with constitutional law jurisprudence ð surveillance and data cannot be based on the 

mere fact that someone follows a radical interpretation of a religion ð this insufficient to permit 

information sharing between services.   

- Intelligence and police did not want this differentiation. The question is: are they just radical 

thoughts or are they radical thoughts with intention to act on these.    

- Brings in parallel come to sexual offenders ð they may harm fellow citizens at some point. It must be 

based on facts to show that this person poses a threat. You must first affirm that they pose a threat before 

the issue of sharing information arises. This is the legal answer but in practice it looks different.  

  

  

  

Limits and Opportunities of CVE Risk Assessments in Prisons   
Dr Bianchiôs presentation:  

- It is necessary to separate the roles of agents carrying out prevention and those carrying out investigation  

- In the case of rehabilitation, there are preventive measures, which fall under the responsibility of multiple 

agencies depending on the type of support offered, and on the other hand, there is the investigation of 

prevention, which is a different set-up. The agencies involved in these two types of measures varies 

between countries.  

- Data collection (traditionally collected by prison staff) is part of prison observation and has two 

objectives:  

1. To define and measure efficacy of rehabilitation programmes  

2. To contribute to security in the contexts of prevention and investigation.  

- Data gathered for different purposes (rehabilitation vs. security) fall under the responsibility of different 

agencies and require different procedures:  

1. Rehabilitation programmes are the duty of civil prison staff (prison administration, educators, 

psychologists, probationers, etc.)  

2. Security programmes (for both legal prevention and investigations) are the duty of Judiciary, LEAs 

and, to a certain extent, intelligence agencies   

Different legal and regulatory procedures are in place for the implementation of these two different activities.  

  

-- In 2014, a new phenomenon emerged: preventing violent extremism. The notion of countering violent 

extremism was first introduced at EU level through the Security Council Resolution 2178 (2014) and the idea 

of ñpreventing violent extremismò in 2015 through the Secretary Generalôs Plan of Action to Prevent 

Violent Extremism. This sometimes involved preventing extremism and sometimes radicalisation. The new 

ñPreventò approach was adopted from the UK Home Office and implemented into the EU counter terrorism 

strategy.   

- From the 1970s, debate surrounding ñradicalisationò accelerated. Shift from correctionalism to a 

surveillance response. Surveillance of something that is not a crime ï radicalisation and extremism have 

never been codified as crimes, even though the European Court of Human Rights has issued a number of 

core decisions in this field.   



  
  

  

      

  
    

  

- According to the surveillance approach, states collect information on individuals and profile them, apply 

broad administrative practices, and implement new models of multi-agency publicprivate partnerships. 

These measures reduce the importance of the rule of judges in favour of administrative prevention 

practices.  

  

What are the characteristics of this new model?  

1. Lack of semantic and conceptual clarity surrounding violent extremism.  

2. A reductionist model, whereby multi-factorial drivers are reduced to 

security factors.   

3. Assessment tools deployed at national and regional level (surveys, scales). 

These new assessment tools are heavily based on ideological and political characteristics, as 

opposed to the earlier tools, such as HCR-20, which remain clinical and evaluate individual 

vulnerability factors, as opposed to ideologies or beliefs. The new models are missing the 

basic elements necessary in order to make decisions about what action should be taken.  

  

- Three key questions are raised:  

- What is done with the data gathered through these tools?  

- What are the consequences of these assessments?  

- Who is authorised to store, manage, retrieve, and share this data?  

- According to the new model, data concerning radicalisation is classed as ñsecurity dataò as part of the 

ñintelligence-led policing approachò.  

- In some Member States, an inmate labelled as ñradicalò based on these assessments can be transferred to 

special prisons (e.g. ñQuartier de prise en charge des détenus radicalisés ïQPRò and  ñQuartier 

dôisolation ïQIò) and forced to undergo de-radicalisation treatment (such as education on ñnational 

valuesò), irrespective of the crime they have been convicted of, which may be fully unrelated to terrorism 

offences.   

- In other Member States, a detainee from a third country who is labelled as ñradicalò during prison 

observation, can be deported ï again, regardless of the crime they have been convicted of.  

- Such measures are almost always taken through administrative procedures (i.e. with no judicial procedure)  

- The issue is further complicated at a cross-border a European level, at which legislative contradictions 

emerge.  

  

Dr Bianchi poses two open questions:  

1. What are the rights of suspects and how can they be exercised in the context of 

prevention?  

2. Is this system working in preventing terrorism?  

(Case study of London Bridge attack, November 2019)  

  

Question: In the part icipantsô countries, do lawyers have access to data gathered on the 

observation of prisoners concerning radicalisation?  



  
  

  

      

  
    

  

A: In Germany, lawyers only have access to data on radicalisation in court cases   

B: In Belgium ð no access   

C: In Norway ð no access, as a common rule  

  

Question: How many countries have reviewed their procedures since 2018 to ask who would have 

access to this?  

A: No one  

B: The only area where you donôt have access to personal data is with the intel services because it is covered 

by the directive.   

Prof. Cannataci: This highlights the different attitudes in Germany and Italy. It is important to find the most 

productive, practical and human rights sensitive approach.  

  

A: In Germany, the first question is whether some information has been correctly deemed classified. This is 

the starting point, where supervisory body kicks in -- an independent who should clarify whether something 

is correctly classified R or not. In the German system you canôt say there is information and not hand it out. 

According to the law, at some point in time all this information must be disclosed.   

  

B: Until five years ago in Norway, there was an extensive list of people of concern (a report a day).  

According to the new system, all reports are sent directly to a central system, in which there are currently 

only 34 people on the list.  

  

Dr Bianchi poeses further open questions:  

- Who are the suspects?  

- How long can you remain a suspect?  

- Who is authorised to share data (on suspects/prisoners) and with whom/which states?   

- Is this system of mass profiling really working? Or are there problems in this system and alternative 

solutions?  

  

Tour de Table  

  

A:   

- France faces the same difficulty as Germany. One terrorist was under surveillance 24/7, filmed every 

second. His lawyers took the case to court as an infringement of human rights. Court rules that there 

must be a screen on the door to protect private body parts and while in the bathroom, the cameras must 

be turned off -- he must have privacy. Speaker considers this a minimum.  

- Example of Chelsea Manning. The competent judge in France, is not the judicial one but the 

administrative one. Expresses view that the judge of administrative policing can be a judge of both 

intimacy and human rights (although not the case everywhere) the judge should have been defined by his 

own nature.  

- In response to Prof. Cannataciôs question, there should be judges with special training who can assess 

these cases, as in Italy.  

- The services in France mostly composed of inexperienced practitioners and too few of them. This leads 

to lengthy processing times, with proceedings can exceed a year. There should be a reasonable time 



  
  

  

      

  
    

  

within which you are examined, you should not have to wait a year because of lack of competent staff. 

So independent authority per se is not enough. It needs sufficient budget and resources.  

  

B:  

- At what stage can government obtain and gather information? One key problem emerging from todayôs 

presentations is that governments start obtaining and reporting information on a situation that can be 

significant/ be an indicator or a starting point of threat, but it can also be irrelevant.   

- Can we really transfer standards for regular free life into prisons? In prison, information is taken too 

easilyð simply based on fact that the individual is a prisoner. Their cells are searched and phone calls 

listened to without real justification. Need to decide whether a special regime applies to prisoners, or not.  

  

Prof. Cannataci:  



  
  

-          

      

  
    

  

Any recommendation must be preceded by an evaluation of what it means to be a prisoner. Plenty of 

statistics to prove that convicted prisoners are more likely to commit a crime again, does this provide a 

justification to take away some privileges?   

- Example: If you put a drug dealer in prison but donôt tap his phone calls, he can continue to commit 

crime from within prison. Here reducing the right to privacy is a proportionate measure.  

But there are points when you must stop.  C:  

- What should be reported in prison may be different to outside of prison, e.g. would never report that a 

neighbour had taken on religious practices, but some argue that in prisons, this should be reported.  

  

Dr Bianchi:  

- The content is not relevant, but the procedure is relevant. e.g. if it is deemed justifiable and proportionate 

to wire-tap a prisoner, you must have a judicial decision on this.  

- Measures taken in prison must always respect the rules of the system, otherwise a risk emerges for both 

human rights and security.   

  

Prof. Cannataci:  

- Need for safeguards (authorisation for surveillance) and remedies (planned action if something goes 

wrong during surveillance or with the data gathered through it)  

  

D:  

- In Austria, there is less of a strict surveillance approach, no special sections or surveillance for prisoners 

deemed radical.  

- Prison officers are informed that a prisoner has a transmittable disease but they do not know what it is 

and other prisoners donôt know this.   

- Austria – approach of normalization towards radicalized prisoners. Don’t have special sections 

or surveillance, and try to integrate them. Doesn’t always work but don’t have this strong 

surveillance approach  

- Institutional memory centralized around this issue - Record surveillance key for oversight and 

remedy  
  

  

E:  

- In Belgium, distinction of period ñbeforeò and ñafterò the attack.   

- Change in approach, list of terrorists is half that of what it was 5 years ago (when it was 500).  

- Belgium – Less prisoners after 5 years, changed procedures in recent years, but still need 

selfcriticism and accept these procedures as normal for this category of inmates – more data 

sharing for terrorist suspects.  
  

F:  

- In some Countries there are formal and regulated procedures but in others, e.g. Greece, this is not the 

case.   
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Issue of prioritising between human rights and effectiveness and efficiency of measures. In UN and CoE 

the priority is human rights. This is a good starting. The two poles of security and rehabilitation can be 

seen as complementary and not contradicting.   

- At least in some Countries, including Greece, in terms of hard law, the starting point regarding prisoners 

and rights, the prisoner is deprived of liberty and nothing else. From this perspective, there is not a need 

for more restrictions but for more ways to facilitate the exercise of rights.  

- The need to create more supervisory bodies shows an increasing lack of trust and transparency.   

- Important to be aware of differences across jurisdictions.  

- In some countries we have formal collection procedures, however in others, such as Greece this 

is not the case. Not that much “formalities” in Egypt in regard to record keeping, intelligence. 

These issues are somehow taking place in a discretionary manner – prison admin works in 

whatever way they feel is most suitable.   

- Effectiveness/efficiency not the same human rights – good starting point might be to put this is 

a starting point.   

- Security and rehabilitation debate – complementary rather than competing – see one as 

strengthening the other, rather than weakening the other. Find ways to make them mutually 

supportive  

- Also, in some countries such as Greece, the starting point as regards prisoners and rights – is 

that a prisoner has lost the right to liberty, and nothing else. We need more ways to facilitate the 

exercise of rights.   

- Finally, must find, develop, create more and more monitoring bodies, greatest proof of lack of 

proof and transparency that we believe exists in our prison systems. More trust and 

transparency needed-  
  

  

G:  

- Prisons are a prime environment for radicalisation.   

- In Norway, prison officers bring together social work and security   

- Risk assessment instruments are not necessarily the problem but also the signalling stage - SOLUTION: 

transparency is key - training, education. Norway has a new training course over 5 months, covering 

signalling and training, not assessments. Through regular signalling there are a lot of false positives, 

which is very dangerous.  

  

  

H:  

- In other countries, terror exceptions in terms of lack of privacy, reach the point that not only right to 

privacy rescinded, but right to fair trial safeguards are also rescinded  

- Monitoring bodies ï national mechanisms to monitor places of detention, in some places they are not 

able to carry out private interviews the way they should under int conventions.   

  

I:  

- Supports a move towards normalisation and regulation. Issues warning about over-regulating.  
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- Importance of the role of a correction officer.  

  

J:  

- Need for a more regulated space. There has been paradigm shift, especially at EU level.   

It was important that the law enforcement directive was kept separate from GDPR, they are completely 

different things.   

- Importance of sufficient resources for data protection (including funding).  

- Raises the question of what prisons are for ï part of it is about rehabilitation but this varies between 

systems and categories of prisons, among other things.   

  

K:  

- Training ï Essential, not just about prison staff, but more and more judges, prosecutors, and higher 

authorities are not aware of what goes in prison. All agents in chain should be trained. Inter -agency and 

cross border training vital. Learn a lot from best practice sharing   

- Dialogue ï should not be competing against one another. Security is essential, need to prevent attacks. 

But need to find a middle ground, between HR and where do we draw the line. Important to gather data, 

but do we need to share it with everyone ï also need to listen to needs of governments and security 

services  

  

  

L:   

- Prisoners on remand (presumption of innocence) and prisoners in prison - distinction   

- Should we talk about juvenile detention centers ï privacy and children issue  

- Places of detention ï should we include migration centres. Issue of disclosing info relevant  

  

  

End of session ï 18.00 CET  

 


